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Abstract
We present a quantitative analysis of a brass alloy using laser induced breakdown spectroscopy, energy dispersive x-ray spectroscopy (EDX) and laser ablation time-of-flight mass spectrometry (LA-TOF-MS). The emission lines of copper (Cu I) and zinc (Zn I), and the constituent elements of the brass alloy were used to calculate the plasma parameters. The plasma temperature was calculated from the Boltzmann plot as \((10\,000 \pm 1\,000)\) K and the electron number density was determined as \((2.0 \pm 0.5) \times 10^{17}\) cm\(^{-3}\) from the Stark-broadened Cu I line as well as using the Saha–Boltzmann equation. The elemental composition was deduced using these techniques: the Boltzmann plot method (70\% Cu and 30\% Zn), internal reference self-absorption correction (63.36\% Cu and 36.64\% Zn), EDX (61.75\% Cu and 38.25\% Zn), and LA-TOF (62\% Cu and 38\% Zn), whereas, the certified composition is (62\% Cu and 38\% Zn). It was observed that the internal reference self-absorption correction method yields analytical results comparable to that of EDX and LA-TOF-MS.
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1. Introduction
Laser induced breakdown spectroscopy (LIBS) is an analytical technique that is extensively used for the qualitative and quantitative analysis of different materials and samples of specific interests [1–5]. In this technique, a high power laser beam is focused on the surface of any material that ablates a fraction of the material and produces a plasma plume that contains neutral atoms, ions and electrons. The emission spectrum of the laser-produced plasma plume yields important information about the constituent elements and plasma parameters. However, the emission depends on the wavelength of the exciting laser light, the distance of the target sample from the laser, pulse duration, composition of the sample and ambient conditions. The LIBS technique can be used to analyse any material existing in any phase such as liquid, solid or gas [6–11]. It is a fast and a non-destructive method for analysing even a much minute quantity of precious samples and there is no need for any specific sample preparation. Due to these advantages, the LIBS analytical technique has been applied in several fields, in particular medical, agriculture, material processing and in environmental pollution monitoring [12–15].

Ciucci \textit{et al} [16] demonstrated the LIBS self-calibration technique for quantitative analysis, whereas the LIBS calibration free method (CF-LIBS) was developed by Gomba \textit{et al} [17] and has been extensively used for the compositional analysis of numerous samples [18–20]. The internal reference–external standard iteration correction method was...
proposed by Dong et al [21], in which self-absorption effects can be corrected by selecting an internal reference line to correct the intensities of the other spectral lines. A computer programme, a genetic algorithm, has also been used to estimate the plasma temperature. A slightly different technique, known as internal reference self-absorption correction (IRSAC) was introduced by Sun et al [22, 23], which is based on an iteration procedure to correct the emission line intensities with reference to an internal standard line. An algorithm based on the curve of growth (COG) method has also been proposed for self-absorption corrections of the spectral lines. Although the quantitative analysis by the COG method gives improved results, it requires much extensive computational work.

Although LIBS based studies on brass alloys having different compositions have been reported in the literature [24–28], the main objectives of the present work are to exploit the LIBS techniques for the quantitative analysis of a brass alloy containing copper and zinc of known compositions, 62% and 38%, respectively, and to compare the extracted results with the certified compositions, as well as with that determined using well established analytical techniques such as x-ray spectroscopy (EDX) and laser ablation time-of-flight mass spectrometry (LA-TOF-MS). It is observed that the IRSAC results are in good agreement with the certified compositions and that of the EDX and LA-TOF-MS results.

2. Experimental details

The experimental details for recording the optical emission spectrum of the laser-produced plasma are the same as described in our earlier papers [29–32]. In brief, the laser-produced brass alloy plasma was generated using a high power Q-switched Nd:YAG laser (Brilliant-Quantel, France), 5 ns pulse duration and 10 Hz repetition rate, capable of delivering about 850 mJ pulse energy at 1064 nm and 500 mJ at 532 nm. The laser pulse energy was varied by varying the Q-switch delay through the AVASOFT software and was measured by an energy meter (Nova-Quantel, France). A quartz lens (convex) of 20 cm focal length was used to focus the laser beam on the target sample placed in air at atmospheric pressure. The measured diameter of the focused laser beam spot was about (0.10 ± 0.01) cm; the focal spot area was 7.85 × 10⁻²⁻³ cm², which corresponds to a maximum laser fluence of 64 J cm⁻². However, the emission spectra were recorded at varied fluence values from 1–50 J cm⁻². To prevent the formation of deep craters, the sample was placed on a rotating stage for providing a fresh surface of the target for every laser shot. In order to prevent air breakdown in front of the sample, it was necessary to keep the distance between the lens and the sample less than the lens focal length. An optical fiber (high-OH, core diameter about 600 µm) was used to collect the plasma radiation with a collimating lens (0–45° field of view), which was placed normal to the laser beam. The emitted radiation was captured by a set of four spectrometers (Avantes, Netherlands) each having 10 µm slit width and covering the wavelength range of 250–870 nm. To correct the emission signal, the dark signal was subtracted from the observed signal using the LIBS software. The same brass alloy was also quantitatively analysed by two other well-established techniques: EDX and LA-TOF-MS [33].

3. Results and discussion

The emission spectrum of the laser-produced brass plasma covering the spectral region 463–527 nm is presented in figure 1. All the observed lines are identified as belonging to neutral copper and zinc. The three copper lines around 510–520 nm are due to the 3d⁹4p³P₃/₂ → 3d⁹4s⁵p⁴F₉/₂ at 510.55 nm, 4d²D₃/₂ → 4p³P₁/₂ at 515.32 nm and 4d²D₅/₂ → 4p³P₃/₂ at 521.82 nm transitions. The triplet around 460–480 nm is identified as transitions from the 4s⁵s³S₁ upper level to the 4s⁵s₃P₀,₁,₂ lower levels in zinc. Interestingly, the relative intensities of these zinc lines are in accordance with that expected in the LS coupling, proportional to the statistical weights of the terminating levels. The line at 465.11 nm is due to the transitions from the 3d⁹4s⁵s³D₅/₂ upper level to the 3d⁹4s⁵P₄/₂ level in copper.

The first step in determining the elemental composition from the observed optical emission spectrum of the laser-produced brass plasma is to measure the relative line intensities and then construct a Boltzmann plot. We used the measured intensities and the relevant spectroscopic parameters of the
copper (Cu I) lines at 261.83 nm, 282.43 nm, 296.11 nm, 319.40 nm, 427.51 nm, 458.69 nm, 465.11 nm, 510.55 nm, 515.32 nm, 521.82 nm, 529.25 nm, 578.21 nm and that of Zn I at 277.08 nm, 328.23 nm, 330.26 nm, 472.21 nm and 481.053 nm to draw the Boltzmann plot using the relation [34]:

\[
\ln \left( \frac{I_{\lambda}}{h c A_{\lambda} g_{\lambda}} \right) = - \frac{E_{i}}{K_{B} T} + \ln \left( \frac{N_{0}}{U(T)} \right)
\]

where \( I \) is the intensity of the emission line, \( \lambda \) is the transition wavelength, \( h \) is Planck’s constant, \( c \) is the velocity of light, \( A_{\lambda} \) is the transition probability, \( g_{\lambda} \) is the statistical weight of the upper level, \( E_{i} \) is the energy of the upper level, \( K_{B} \) is the Boltzmann constant, \( T \) is the excitation temperature, \( N_{0} \) is the total number density and \( U(T) \) is the partition function. A plot of \( \ln \left( \frac{I_{\lambda}}{h c A_{\lambda} g_{\lambda}} \right) \) versus the upper level energies yields a straight line. The excitation temperature is calculated from its slope: \( 1 \frac{1}{K_{B} T} \). The Boltzmann plots based on the Cu I and Zn I lines are presented in figure 2. The plasma temperatures were estimated as (10000 ± 10000) K for Cu I and (8500 ± 1000) K for Zn I.

In order to determine the electron number density, we selected a well-isolated and Stark-broadened Cu I line at 465.11 nm. The Stark width \( \Delta \lambda_{\text{FWHM}} \) of this line was determined by de-convoluting the observed line profile as a Voigt profile, which takes into account the instrumental width, the Doppler width and the Stark broadening.

In figure 3, we present the experimental data points as dots and the line passing through the data points is the Voigt fit. The Stark width is related to electron number density as [2, 35]:

\[
N_{e} = \left( \frac{\Delta \lambda_{\text{FWHM}}}{2 \omega_{\lambda}} \right) \times 10^{6}.
\]

Here, \( \Delta \lambda_{\text{FWHM}} \) is the full width at half maximum and \( \omega_{\lambda} \) is the Stark-broadening parameter, and its value is reported in the literature as \( 4.1 \times 10^{-3} \) nm [35]. From the FWHM of the line profile, the electron number density is estimated as \( (2.0 \pm 0.5) \times 10^{17} \) cm\(^{-3}\). The error in the electron number density is due to uncertainties in determining the FWHM and that in the Stark-broadening parameter.

In order to use the LIBS technique for the quantitative analysis, it is mandatory that the laser-produced plasma is optically thin and holds the local thermodynamic equilibrium (LTE) condition. The validity of the optically thin plasma can be checked by comparing the observed line intensities of two lines of the same element and in the same charge state with that calculated from the known atomic parameters [36]:

\[
\frac{I_{1}}{I_{2}} = \frac{\lambda_{\text{num}} A_{\lambda_{1}} g_{\lambda_{1}}}{\lambda_{\text{num}} A_{\lambda_{2}} g_{\lambda_{2}}} \exp \left[ - \frac{(E_{\lambda_{1}} - E_{\text{num}})}{k_{B} T} \right]
\]

where \( I_{1} \) and \( I_{2} \) are the intensities of the lines at wavelengths \( \lambda_{\lambda_{1}}, \lambda_{\text{num}} \) with their corresponding transition probabilities from the upper levels to the lower levels \( A_{\lambda_{1}}, A_{\text{num}} \) respectively, \( E_{\lambda_{1}} \) and \( E_{\text{num}} \) are the energy and statistical weight of the upper level corresponding to intensity \( I_{1} \) and \( I_{2} \) respectively, and \( g_{\lambda} \) is the energy and statistical weight of the upper level corresponding to intensity \( I_{2} \). The left-hand side of the equation depends on the experimentally observed line intensities while the right-hand side contains atomic parameters that are tabulated in the NIST database [37]. In order to check the condition of the optically thin plasma, spectral lines having a common upper energy level or very close lying energy levels are selected to minimize the temperature dependence. Inserting the atomic parameters and the experimentally measured line intensities of Zn I at 636.23 nm and 334.50 nm in equation (3) yields the values 0.538 and 0.582, respectively, which are in good agreement, and differ by only 7%. Such calculations for other pairs of lines, Cu I at (427.51 nm, 465.11 nm), Cu II at (268.93 nm, 271.35 nm) and Zn II (250.19 nm, 255.79 nm), also within the experimental errors. The difference in the calculated values is associated to the errors in measuring the line intensities and that in the reported transition probabilities. In addition, the triplet due to transitions from the 4s5s \(^{3}S_{1} \) upper level to the 4s5s \(^{3}P_{0,1,2} \) lower levels in zinc also possesses intensities according to their statistical weights. Thus, this supports our assertion that the plasma can be considered as optically thin.
The condition of the local thermodynamic equilibrium was validated using the Mc-Whiter criteria [38]. The lower limit of the electron number density under this condition can be determined from the relation:

\[ N_e \geq 1.6 \times 10^{12} T^{1/2} (\Delta E)^3 \]  

(4)

where \( T \) (K) is the plasma temperature and \( \Delta E \) (eV) is the energy difference between the upper and the lower level. The plasma having an electron number density greater than that deduced from the above relation can be considered as close to fulfilling the LTE condition. The lower limit of the electron number density at an elevated temperature and energy difference between the transitions is calculated using equation (4) as \( 2.0 \times 10^{13} \) cm\(^{-3}\), which is much lower than that \( (2.0 \pm 0.5) \times 10^{17} \) cm\(^{-3}\) calculated from the Stark-broadened line profile of the copper line at 29.26 nm. Thus the plasma in the present studies can be considered very close to LTE.

3.1 Quantitative analysis by CF-LIBS: Boltzmann plot method

As we have established that the plasma is optically thin and also fulfills the condition of LTE (see above), we therefore used the data for the qualitative analysis based on the CF-LIBS and the Boltzmann plot method. The intensity \( I_{ba} \) of a spectral line is related to the transition between two levels \( E_b \) and \( E_a \) and can be estimated from the relation:

\[ I_{ba} = F C_a s A_{ba} g_b \frac{g_b}{U(T)} e^{\frac{-E_b}{k_b T}} \]  

(5)

where \( A_{ba} \) is the transition probability connecting the upper level \( E_b \) and the lower level \( E_a \), \( g_b \) is the statistical weight of the upper level, \( F \) is the experimental factor, \( k_b \) is the Boltzmann constant, \( U(T) \) is the partition function at temperature \( T \) and \( C_a \) is the concentration of the atomic species. Taking the logarithm on both sides of equation (5):

\[ \ln \left[ \frac{I_{ba}}{A_{ba} g_b} \right] = \frac{E_b}{k_b T} + \ln \left[ \frac{FC_a}{U(T)} \right] \]  

(6)

This equation can be written as a linear equation:

\[ Y = mx + q_s \]  

(7)

where \( q_s \) is the intercept along the \( Y \)-axis of the Boltzmann Plot and its slop, \( m \), is related to the electron temperature. If the laser-produced plasma is close to LTE condition, then the slops of the Boltzmann plots for each element should be approximately the same and the intercepts may differ according to the concentration of that element in the sample. Simplifying equation (6), we can determine the experimental factor and the elemental concentration using the following relation:

\[ FC_a = U(T) e^{q_s} \]  

(9)

where \( F \) is the experimental factor, which can be obtained by normalizing the sum of the concentration of all the species to unity, and the concentration of the neutral species can be extracted from this relation. Boltzmann plots for Cu I and Zn I are presented in figure 2. The concentrations of the neutral species were calculated from the intercepts along the \( Y \)-axis.

To calculate the concentration of the ionized species, the Saha–Boltzmann equation was used, which relates the number densities of the neutral as well as the singly ionized species [17]:

\[ \frac{n_{e+1}^n}{n_e^z} = 6.04 \times 10^{21} \frac{U_{e+1}^{n} g_{e+1}}{U_e^z g_e} \exp \left( \frac{\chi_0}{T_e} \right) \text{ cm}^{-3} \]  

(10)

where \( n_e \) is the electron number density in the plasma, \( n_{e+1}^n \) and \( n_e^z \) are the number densities of the neutral and the singly ionized species respectively, \( T \) (eV) is the plasma temperature, \( U_{e+1}^{n} \) and \( U_e^z \) are the partition functions, and \( \chi_0 \) is the ionization energy of the species. From this equation, we determined the number density of the ionized species, whereas the number density of the neutral species was calculated from equation (9) (see above); thus the total concentration is represented as sum of the neutral and ionized concentrations of each element [10]:

\[ C_T = C_e + C_i \]  

(11)

This procedure yields the concentration of Cu as 70% and that of Zn as 30% containing about 20% error.

3.2 Quantitative analysis by the CF-IRSAC method

To correct the observed intensities of the spectral lines Sun et al [22] proposed a relation to calculate the self-absorption coefficient using the following relation

\[ I_{ba} = f_{ba}^k F C_a A_{ba} g_b \frac{g_b}{U(T)} e^{\frac{-E_b}{k_b T}} \]  

(12)

where \( f_{ba}^k \) is the self-absorption coefficient that varies from zero to one. If the self-absorption coefficient \( f_{ba}^k = 0 \), this reflects that the spectral line is completely reabsorbed, and if \( f_{ba}^k = 1 \), this means that the spectral line is unaffected by self-absorption. The spectral lines having low excitation energies in the upper level and higher transition probability are strongly affected by self-absorption. On the other hand, self-absorption is low for those lines that have high excitation energy in the upper level and low transition probability. The Cu I line at 529.25 nm and Zn I line at 328.23 nm were selected as internal reference lines and the self-absorption coefficient for the other spectral lines were calculated using the following relation [22].

\[ \frac{f_{ba}^k}{f_{ba}^R} = \frac{I_{ba}^{\text{ref}} A_{ba} g_b}{I_{ba}^{\text{ref}} A_{ba} g_b} e^{\frac{E_{ba} - E_{ba}^0}{\chi_0}} \]  

(13)

where \( A_{ba} \) is the transition probability, \( g_b \) is the statistical weight of the upper level, \( I_{ba}^{\text{ref}} \) and \( E_{ba} \) are the line intensity and the energy of the selected internal reference line, and \( A_{ba} g_b I_{ba}^{\text{ref}} \) and \( E_{ba} \) are the transition probability, statistical weight and intensity of the other lines in the spectrum.
We selected an internal reference line having high excitation energy in the upper level \( E_m \) and low transition probability \( A_{mn} \) for which the self-absorption coefficient is taken as one, \( f_b^\lambda \approx 1 \). The self-absorption coefficient depends on the laser ablated plasma temperature, which is initially deduced from the Boltzmann plot method. The selection of an internal reference line is a key point of the IRSAC method because the internal reference line plays an important role in extracting the self-absorption coefficient. It is possible that the self-absorption coefficient may turn out to be greater than one. There are many reasons behind this situation such as selection of the wrong internal reference line or the presence of self-absorption in the reference line \[21, 22\].

The self-absorption coefficients for all the other lines can be calculated with the help of the internal reference line using the relation:

\[
f_b^\lambda = \frac{I_{ba}^{\mu} A_{mn} R_{A} g_B}{I_{ba}^{\mu} A_{mn} R_{A} g_B} e^{-\frac{(E_m - E_b)}{k_B T}}.
\]

(14)

To get the corrected line intensities, the self-absorption coefficient was divided by the observed line intensities using the relation:

\[
\hat{I}_{ba}^{\mu} = \frac{I_{ba}^{\mu} A_{mn} R_{A} g_B}{I_{ba}^{\mu} A_{mn} R_{A} g_B} e^{-\frac{(E_m - E_b)}{k_B T}}.
\]

(15)

This is an iterative procedure suggested by Sun et al \[22\] that has been adopted here.

3.3. Algorithm of the IRSAC method

The IRSAC method is based on an iterative procedure, following equations (14) and (15), which needs to be repeated until the correct line intensities are achieved. The following steps are followed in the IRSAC procedure:

- Step 1. Select an internal reference line for each element.
- Step 2. Calculate appropriate values of the reference lines, which depend on the Boltzmann plot.
- Step 3. With the help of the Boltzmann plot, calculate the plasma temperature.
- Step 4. Calculate the self-absorption coefficient, \( f_b^\lambda \).
- Step 5. Find out the corrected line intensities.
- Step 6. If the equating coefficient converges then proceed further, otherwise again calculate the temperature and repeat this procedure until it converges.
- Step 7. After convergence, check whether the temperature difference between all species is lower than 10%.
- Step 8. If the difference is lower than 10% then calculate their elemental compositions using the CF-LIBS procedure.
- Step 9. If the difference is greater than 10% then set the highest measured temperature as a mean value of the plasma temperature.
- Step 10. Again calculate the self-absorption coefficient and repeat the steps until the temperature difference between all the elements is less than 10%.

The self-absorption coefficient was calculated using the lines of Cu I at 529.25 nm and Zn I at 328.23 nm. The intensities of the other lines were corrected following the above-mentioned procedure. The corrected line intensities were used to redraw the Boltzmann plots, as shown in figure 4. Some Cu I lines were not affected by self-absorption, but the correction process softly changed their intensities. On the other hand, the lines at 261.82 nm and 282.42 nm were corrected by this process. Consequently, the data points were now more regular and followed the fitted lines in the Boltzmann plot.

After the intensity corrections using the IRSAC method, the plasma temperatures calculated by the Boltzmann plot (see figure 4) using the Cu I and Zn I lines approached comparable values. From the intercepts, this method yields the concentration of Cu as 63.4% and that of Zn as 36.6% with about 3% error. The results of the compositional analysis are more precise as compared to that of the basic CF-LIBS.

3.4. Quantitative analysis by LA-TOF-MS

A compositional analysis of the Cu–Zn alloy was also performed using the LA-TOF-MS and EDX techniques. The spectrum acquired with the TOF-MS, a one-metre linear system \[5, 33\] is shown in figure 5. From the observed ion signals,
the elemental composition was determined from the integrated line intensity as: Cu (62%) and Zn (38%). These values are in excellent agreement with that of the certified compositions. The elemental analysis was also achieved by EDX. The analysis yielded the major elemental composition Cu (61.75%) and Zn (38.25%).

A comparison of the elemental compositions of the brass alloy, determined by the LIBS based techniques, LA-TOFMS and EDX is presented in table 1. In CF-LIBS, using the basic Boltzmann plot method without self-absorption correction, the estimated error is greater than 10%. The IRSAC yielded results of compositional analysis comparable with that of LA-TOF-MS and EDX (error within 2%) as well as with the actual composition.

In figure 6 we show a comparison of the quantitative analysis results of LS-TOF-MS and CF-LIBS using basic Boltzmann plot method, the internal reference line self-absorption correction method, and EDX. It is evident from the histogram that the IRSAC technique makes the CF-LIBS technique more reliable after considering the self-absorption effects.

4. Conclusion

In this study, we presented the elemental composition of a copper–zinc based brass alloy of certified composition (62% Cu and 38% Zn) using the LIBS techniques as well as with other established analytical techniques. The two LIBS techniques were based on the Boltzmann plot method (CF-LIBS) and an internal reference line self-absorption correction method (IRSAC). The error estimated in the basic Boltzmann plot method was around 10%, whereas the IRSAC method took into account the self-absorption effect, which reduced the errors to about 5%. The compositions extracted using LA-TOF-MS and EDX contained much smaller errors (about 1%), which were also in excellent agreement with that of the certified composition. It was concluded that the LIBS based IRSAC method is a reliable method for the quantitative analysis of any type of material.
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